Silicon photonics and Novel Materials for Datacenters and Cloud Computing

o oo

Xiaoliang Zhu and Tingyi Gu *&_j’*

Columbia University .
/ The problem: \ / Silicon photonics vision: \ IGERT at Columbia \

S R S e A e There is tremendous growth in Leverage the tremendous bandwidth available In fiber » Cross-disciplinary approach allow us to
s “wejnternet traffic and bandwidth optic communications to solve CPU-memory and Zﬁglar:tsﬁgﬁzmﬂieagiQggﬂeitorgecmres

. - demand due to the emergence of datacenter scale communication bottlenecks. S licor Photonis

jg .1 cloud computing, soclal media Silicon-on-insulator (SOI) platform photonic building blocks: _ ' S _

i i ' High index contrast enables high confinement, low-loss propagation, * These materials offers intriguing properties

20 ] and Internet video streaming .

i B B BN virtually lossless bending for even higher performance and lower

201120122013 20142005200 @PPIICALIONS. power consumption in Silicon Photonics.

Fabrication of graphene on air-bridged silicon
photonic crystal membranes:

 First fabricate photonic crystal and
waveguide on SOI using electron beam
lithography and reactive 1on etching

* Next grow graphene using chemical vapor
deposition

» Transfer graphene by floating membrane
on wet solution then drying

* Monolayer of graphene is deposited on the
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